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Aim
The project aims to evaluate the open-source landscape and pick the
best generative text detection model which can be compared to paid software to aid
with the development of an LLM detector in Singapore.

Background

Currently, a key focus in technology is the
development of Al and Large Language Models
(LLMs). Due to the rise of LLMs like ChatGPT and
Google Gemini, these products have become
accessible to the general public. However, very
few existing models have high accuracy rates in
detecting Malay and Chinese text.

Dataset

There were 200 text samples in
total. Al-generated text samples
were generated through
ChatGPT, while human-
generated text samples were
taken from Kaggle and
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Overview

Ten existing open-source offline Artificial
Intelligence (Al) text detector models were run
through a self-curated dataset with English text.
The four models that performed the best were
then run through an expanded dataset including
Chinese and Malay text to determine the
accuracy of the detectors.
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Analysis of Results

Binoculars was the most proficient at
distinguishing English and Chinese text,
while all models had a low accuracy
score for Malay text. Overall, the
Binoculars model had the highest
accuracy across all languages.

Conclusion

The majority of open-source offline models are inadequate at detecting GPT 4.0 text as
they were trained on older versions of GPT. For English and Chinese text, Binoculars has
a high accuracy rate, thus the code used for Binoculars can be examined to
train an Al text detector in Singapore.




