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ABSTRACT

The innovative use of data presents game-changing opportunities to deliver new defence capabilities. However, even with
increasing data availability and technological advancements, many organisations are still unable to realise the full potential
of data analytics (DA) and leverage insights discovered through DA to boost operational outcomes (Bean & Davenport,
2019). This is especially so for large organisations where the operating environment has become increasingly complex and
fast paced, yet their operations and systems have not been digitalised and modernised to suit such an environment. Besides
technology adoption, people and process issues are commonly cited obstacles to a data-enabled organisation.

DSTA understands the impetus to transform MINDEF and the SAF into data-enabled organisations and that a strategy is
needed to advance their digital transformation journeys. This article provides an overview of DSTA’'s data-centric strategy
to help MINDEF and the SAF achieve their data-enabled transformation, including the Fleet Management System initiative,
which demonstrates the exploitation of instrumentation data and DA on military platforms to improve the readiness of
platforms, streamline maintenance, and reduce operating costs.
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INTRODUCTION

DSTA has put in place a set of data analytics (DA) enablers
(Ho, Koh, Chong, & Ho, 2018), namely the (a) Enterprise Data
Analytics Platform (EDAP); (b) Data Lake and Data Store Portal;
and (c) Analytics, Collaboration and Experimentation (ACE) Lab.
These enablers support the development of DA capabilities
for MINDEF and the SAF in resource management, policy
formulation, governance, and decision-making. Building on
this foundation, the emergence of new technologies, increasing
wealth of data, and the development of DA techniques have
given rise to opportunities to seek new and innovative uses
of data. A data-centric strategy is essential to enhance the
understanding on roles that people, data assets, technology
platforms, partners, and organisational processes play in
advancing an organisation in its data-enabled transformation.
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DATA-CENTRIC STRATEGY

The strategy considered five main aspects (see Figure 1): (a)
Data; (b) DA and Atrtificial Intelligence (Al); (c) Ecosystem; (d)
Insights, Recommendation and Automation; and (e) Enterprise
Systems and Processes. This section discusses DSTA's strategy
in strengthening the key enablers for DA and the alignment of
operations and IT during a data-enabled transformation.
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Figure 1. DSTA data-centric strategy



DATA

A data strategy is required to establish the foundation in
managing data in EDAP’s Data Lake. It anchors on the three
principles of (a) Make Data Available; (b) Make Data Usable;
and (c) Make Data Shareable and Secure.

Make Data Available

EDAP was designed to ingest, store and process different data
types from a myriad of data sources (see Figure 2). System
data refer to data in machine-readable form which reside in
IT systems hosted in the network or as standalone systems.
Besides duplicating or archiving data from existing systems,
data are also generated by new IT systems and stored in EDAP.
External data outside the organisation can be obtained through
data acquisition clauses in contracts or established means of
data interfaces such as Enterprise Data Hub and GeoSpace for
Whole-of-Government (WOG) sharing. User data refer to any
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data that the user creates or owns. These data exist as there
is no system process to capture and store them in a repository
currently. Users can make use of the self-upload function in
EDAP’s Data Store Portal to share their data with the community.
For uncollected data, digitisation and instrumentation are means
to convert and collect them respectively.

Make Data Usable

Data are considered usable when cleaned, structured, in
machine-readable format, ready
for analysis and interpretation. Depending on the original
format, data coming into EDAP go through different stages of
conversion processes to be usable for analysis (see Figure 3).
The conversion process includes a combination of operations
— filtering, merging, sorting, aggregating, and joining of data. A
data standardisation process is also in place to standardise the
meaning of data, remove duplicate data, and reconcile conflicting
data. This will ensure complete, accurate, and consistent data
records for cross-line-of-business (LOB) analysis.
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Figure 2. Strategies to make data available
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Figure 3. Conversion process of various types of data
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Make Data Shareable and Secure

To promote sharing of data within MINDEF and the SAF, the
EDAP’s Data Store Portal (see Figure 4) was set up to unify the
understanding of data for cross-LOB analysis. The data are
catalogued with metadata information such as data owner, field
descriptions, data type and refresh rate. The data shared on
the portal are stored in the unified data platform and governed
according to MINDEF’s security requirements, unlike public
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data sharing portals where data are available in flat files for
download. An integrated workflow (see Figure 5) was designed
to link up the data requestor, supervisor and data owner for the
data request and approval process as compared to the use
of email correspondences to request for release of data in the
past. Personal data are also automatically anonymised in the
Data Lake to safeguard privacy and to lower the impact of data
loss in the event of data leakage.
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Figure 4. Data Store Portal and metadata of dataset
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DATA ANALYTICS AND ARTIFICIAL
INTELLIGENCE

Building staff's competency in DA and Al is key to advance
the use of the data, besides other relevant skill sets in data
management, data processing, and data governance. In DSTA,
a multi-pronged approach is used to train a pool of engineers
and data scientists to support DA initiatives by:

Tiered Training Objectives

TOWARDS A DATA-ENABLED ORGANISATION

(@ Customising a DA training programme for staff to acquire
skills and knowledge (see Figure 6)

(b) Creating mini-projects and conducting hackathons for staff
to gain practical experience

(c) Providing enablers with ready tools and live data for
experimentation and creation of DA products (see Figure 7
and 8)

(d) Establishing industry collaborations through innovative
and experimentation projects to acquire advanced DA/AI
methods
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Figure 6. DSTA DA training programme
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Figure 9. Ecosystem of the DA community

ECOSYSTEM OF DA COMMUNITY

A typical DA development life cycle comprises various stages
starting from business understanding, data acquisition
and processing, model development, to interpreting and
presenting the analysis or deploying the models in a production
environment depending on whether it is an analytical study
or DA application development. To complete a DA life cycle,
the skills and abilities required are vast and diverse ranging
from statistics, machine learning, programming, and data
engineering to domain knowledge and communication skills.

Data scientists cannot be experts in all areas and a team with
diverse skill sets is required. DSTA recognised this early on and
built a team of individuals with different skill sets to support
the DA life cycle. For example, engineering and infrastructure
requirements to develop enterprise DA applications involve
a significant step-up in the data and software engineering
knowledge required. Therefore, the DSTA team comprises a
group of data engineers and software engineers to complement
the data scientists in these areas.

It is also imperative to establish an ecosystem of strategic
partners to enable wider data sharing, technology transfers
and create opportunities for the co-development of advanced
DA capabilities. Beyond the defence technology community,
DSTA has established a network of partners from academia,
the local Al/DA industry and Original Equipment Manufacterers
(OEM) (see Figure 9).

INSIGHTS, RECOMMENDATIONS
AND AUTOMATION

DA capabilities generate insights from data and make
recommendations to help users in their decision-making
process. To motivate users to embrace analytics, these
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capabilities need to be embedded within existing business
process flows and applications, enabling users to access the
capabilities in a seamless and efficient manner.

There is a variety of approaches to integrate analytics into
systems ranging from adding hyperlinks with parameters,
using HTML iframes with application programming interfaces
or passing the output of the analytics model to an application
module. To close the analytics adoption gap, the output from
analytics model should be easy to understand and delivered in
a user-centric manner through intuitive User Interface (Ul)/User
Experience (UX) design. Organisations must also evolve their
process and structures to leverage data across their functions,
such as setting up a citizen data scientist team to bridge the
gap between business users and data scientists. These are
usually existing staff with domain knowledge reskilled to take
on the role of performing descriptive analytics such as data
exploration and visualisation.

ENTERPRISE SYSTEMS AND
PROCESSES

Transforming an organisation to change the way users operate
and work requires a deep understanding of the existing business
processes. In order to build the right analytical capabilities,
stakeholders need to decide which domains and business
processes require transformation. As the strategic partner
of MINDEF and the SAF, DSTA has deep domain knowledge
through acquiring, implementing, and supporting warfighting
platforms, Control, Command and Communications (C3) as well
as IT systems for the past 20 years. Combined with the build-up
of strong in-house DA and Al competencies and an established
network of partners, DSTA has embarked on tech-push
initiatives with MINDEF and the SAF to develop transformative
enterprise systems and reengineer business processes as
part of their data-enabled digital transformation journeys. One
flagship initiative is the Fleet Management System (FMS).



TRANSFORMING FLEET MANAGEMENT
IN THE SAF

FMS is a DSTA tech-push initiative to tap the increased
availability of system, environmental, logistics, engineering and
administrative data to improve maintenance efficiency and
operational readiness. The following is a case study on how
DSTA's data-centric strategy helped the SAF achieve data-
enabled digital transformation of their maintenance planning and
logistics support functions, resulting in an enhancement of the
readiness and fighting capability of the SAF’s combat platforms.

IMPETUS

The SAF fleet is becoming increasingly complex and expensive
to operate, further aggravated by a shrinking manpower
projected to reduce by 30% in 2030 due to declining birthrates
(MINDEF, 2015). To overcome these challenges, there is a
need to harness 4" Industrial Revolution (IR) technologies
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to develop data-enabled capabilities that will help the SAF
reduce manpower reliance and costs without compromising
on operational readiness.

USING DATA TO TRANSFORM FLEET
MANAGEMENT

The system for fleet management that the FMS team envisaged
and designed uses a data-enabled approach to ensure high
readiness of various platforms across the Air Force, Army
and Navy (see Figure 10). At the edge, platform assets are
instrumented with sensors to collect system health and
utilisation data in real time. These data are fed to the respective
services’ fleet management operations centres for monitoring
and analysis. The FMS analytical lab in DSTA comprising FMS
data scientists would then augment system health data with
supply and maintenance data made readily available in the EDAP
data lake, and use EDAP DA tools to develop new analytical
models. These models are deployed in the SAF platform assets
to detect, predict and prevent system failures.
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Figure 10. Data-enabled digital transformation of the SAF fleet management with FMS
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THE FMS TRANSFORMATION
ECOSYSTEM

The FMS team from the Enterprise IT Programme Centre (PC)
understood that a strong ecosystem of partners is required
to realise the data-enabled transformation of the SAF fleet
management in a scalable and sustainable manner. Within DSTA,
the FMS team adopts a whole-of-DSTA approach by working
closely with the Air, Land, Naval, and Systems Architecting
PCs in areas like capability delivery planning, data engineering
governance, OEM collaborations, and systems integration.

Beyond these areas, the FMS team also looks at innovative
ways to ensure that new platforms designed and acquired by
the acquisition PCs are data-enabled for FMS capabilities. One
ongoing initiative is an embedment programme where batches
of system engineers from the Air, Land, and Naval PCs with
an inclination for digital technologies will receive DA training
and attend an immersive DA course as part of their Level 3
DA training. Following that, they are embedded with the FMS
DA team for six months to co-develop predictive maintenance
models as citizen data scientists.

The programme provides an avenue for system engineers
to pick up DA skill sets through practice on real problem
statements and data while FMS data scientists get to interact
with the systems engineers and acquire domain knowledge
about the platforms. In addition, with knowledge about DA
techniques and development process, these engineers are
better equipped to specify instrumentation design, data, and
integration requirements when they manage the digitalisation
aspects of platform acquisition projects in the future. Over
time, it is expected that the relevancy, adequacy, and quality
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of the data streams made available from those platforms will
improve. FMS data scientists can then develop a wider range
of DA and Al capabilities while application developers can
develop smart applications that incorporate these capabilities
for the end-users (see Figure 11).

In collaborating with the SAF tri-services, the FMS team adopts
a top-down and bottom-up buy-in engagement approach
through activities like capability demonstrations, design
workshops, clinic sessions, and minimum viable product try-
outs. The FMS team also identifies user champions from each
service to engage them for ideas and seek their assistance
to link the team with other stakeholders. Through these
partnerships, FMS data scientists are able to work and tap the
respective service’s engineering experts and ground engineers
to acquire data, as well as to test and validate the predictive
maintenance algorithms on the platforms. In addition, members
from each service also take part in the embedment programme
alongside the DSTA system engineers with the intention of
nurturing future DA champions in the services, blurring the
boundaries between operations and technology.

Extending the reach of partnerships and collaborations,
the FMS team also establishes collaboration agreements
with key platform/component OEMs like Boeing and
ST Electronics to tap their deep engineering expertise,
benchmark fleet performance against global averages and co-
develop predictive models validated with global data. These
collaborations are mutually beneficial as FMS data scientists
can use these collaborations to circumvent data inadequacy
issues due to fleet size constraints and resolve data accessiblity
issues due to proprietary data formats while OEMs can take
the opportunity to develop new data-enabled product suites
catered for military platforms (see Figure 12).
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Figure 11. Systems engineering meets DA and software engineering
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FMS ECOSYSTEM

SCALING & SUSTAINING FMS
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Figure 12. Scaling and sustaining FMS DA capabilities

FMS APPLICATIONS

An Example of Data-Enabled Approach to
Early Detection of Failure

Singapore’s naval vessels are equipped with state-of-the-art
health monitoring capability from OEMs that provide greater
visibility to the status of critical systems on-board. However,
the alarms and alerts are usually designed based on stipulated
rules and thresholds, and may not be adequate in detecting
early signs of failures. Techniques in machine learning can be
used to model the telemetry behaviour of different subsystems
of the naval vessels and detect anomalies. A data-enabled
approach to monitor telemetry data from ship machinery will
be able to enhance existing system monitoring to be more pre-
emptive of failures, so that the ship crew can take effective
measures at the first sign of anomalies to minimise disruptions
to operations. From one of the earlier models developed,
the Navy achieved cost savings of S$0.5 million in 2018 by
averting a failure for one of the systems on board their ship.

Scoring Machine Learning Models On
the Edge

Ship machinery is complex with many components, making
maintenance a huge challenge. Machine learning models for
anomaly detection help alert users of any anomaly by learning
the patterns and correlations between related sensors, and
monitoring the health of the sensors across all operating states.

The models are integrated into the FMS application where
incoming telemetry from machines would be continuously
scored using the models. Users would be notified when an
anomaly is picked up by the model. For recurring failures, the
notification would alert the user on the specific impending failure
such as a crack in a component. If not, a message consisting
of the list of sensors exhibiting anomaly patterns and their
respective anomaly score would be presented to the user
(see Figure 13). These anomaly models would be effective in
aiding shipboard engineers anticipate impending failures so that
necessary measures can be put in place to reduce the probability
of unexpected and catastrophic failures that would disrupt
operations. The implementation of a system-health monitoring
system as a key function of condition-based maintenance can
potentially reduce the cost of component failures and minimise
unscheduled maintenance downtime as well.

P - TR

Figure 13. Anomaly detection notification on FMS application
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